RESEARCH | REPORTS

expression constitutes an evolutionally conserved
mechanism for governing time-dependent stem
cell fates, including temporal fate progression in
neural stem cells and their derived neuronal
lineages.
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OCEAN VARIABILITY

The Atlantic Multidecadal
Oscillation without a role for

ocean circulation

Amy Clement,"™ Katinka Bellomo,' Lisa N. Murphy,' Mark A. Cane,>
Thorsten Mauritsen,> Gaby Riidel,® Bjorn Stevens®

The Atlantic Multidecadal Oscillation (AMO) is a major mode of climate variability with
important societal impacts. Most previous explanations identify the driver of the

AMO as the ocean circulation, specifically the Atlantic Meridional Overturning Circulation
(AMOC). Here we show that the main features of the observed AMO are reproduced in
models where the ocean heat transport is prescribed and thus cannot be the driver.
Allowing the ocean circulation to interact with the atmosphere does not significantly
alter the characteristics of the AMO in the current generation of climate models.

These results suggest that the AMO is the response to stochastic forcing from the
mid-latitude atmospheric circulation, with thermal coupling playing a role in the tropics.
In this view, the AMOC and other ocean circulation changes would be largely a response

to, not a cause of, the AMO.

he observed variability of North Atlantic

sea surface temperatures (SSTs) is charac-

terized by a horseshoe pattern (Fig. 1A) and

a predominately multidecadal time scale

(Fig. 1C). This pattern is commonly referred
to as the Atlantic Multidecadal Oscillation (AMO).
The AMO index is defined as the average SST
from 0° to 60°N, 80°W to 0°, detrended to iso-
late the natural variability (7). Temperature changes
associated with the AMO have been shown to
affect weather and climate around the North
Atlantic basin and possibly throughout the global
tropics (I-6). However, the physical mechanism
of the AMO is not well understood.
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Previous explanations for the AMO have fo-
cused almost exclusively on the role of naturally
occurring changes in ocean circulation, primarily
the Atlantic Meridional Overturning Circulation
(AMOC) (7-12). Based on model experiments and
paleoclimate proxy data, it has been suggested
that at times when the AMOC is weak, or at the
extreme, completely shut down, the North At-
lantic ocean cools because of reduced northward
ocean heat transport (9, 13). Direct observation-
al evidence that this mechanism explains 20th-
century AMO variability is not available, because
continuous measurements of the AMOC have only
been available since 2004. In climate models, the
AMOC and North Atlantic SST are correlated
(weak AMOC when the North Atlantic is warm),
but there is no robust lead-lag relationship be-
tween the two (11, 14), which makes it difficult to
argue that AMOC changes drive SST changes in

models. In addition to the AMOC, some studies
have made a case for a strong aerosol forcing of
this variability (75, 16), but this has been disputed
in recent studies (17, 18).

Although the causes of the AMO are unclear,
climate models are nonetheless capable of re-
producing the spatial pattern of observed SST
variability and the associated changes in atmo-
spheric circulation. Figure 1B shows the pattern
of SST, sea-level pressure (SLP), and surface winds
regressed on the AMO index derived from a sub-
set of fully coupled climate models that partici-
pated in the Coupled Model Intercomparison
Projects 3 and 5 (CMIP3/5) (Table 1 and methods).
In these simulations, the climate forcings (green-
house gases, anthropogenic aerosols, orbital param-
eters, and solar irradiance) are prescribed at
preindustrial values, so simulated variability
arises from “natural” processes internal to the
climate system. Earlier studies have attempted to
show that these simulated natural variations in
North Atlantic SST are the surface expression of
the internal variability in the ocean circulation,
the AMOC in particular (11, 14, 19, 20).

Here we show, however, that this pattern of
variability can be produced without ocean circu-
lation changes. To do so, we used results from
the same atmospheric general circulation models
used in Fig. 1B, coupled to a 50-m-deep slab-
ocean mixed-layer model (hereafter referred to
as slab-ocean models), rather than being coupled
to an ocean general circulation model (hereafter
referred to as fully coupled models). Slab-ocean
simulations are run with constant preindustrial
forcing and a prescribed annual cycle of ocean
heat transport (methods). In these models, the
atmosphere and ocean exchange heat and mois-
ture (hence are thermally coupled), but because
the ocean heat transport is unchanging, it cannot
drive SST variability. Despite the absence of inter-
active ocean circulation, the slab-ocean models
are capable of widespread warming of the North
Atlantic. The spatial pattern and magnitude (Fig.
1D) of the slab-ocean simulations are indistinguish-
able from those of their coupled model versions
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(Fig. 1B), with a pattern correlation of 0.87 (Table 2).
Furthermore, the magnitude of the AMO index
variance is similar in the multimodel mean of fully
coupled (0.053) and slab-ocean (0.058) models
(Table 1), which compares with the 0.051 mean
of the three observational data sets. (methods).
These results are unchanged if we isolate only
low-frequency variability in the AMO index
(fig. S1).

Whereas conventional wisdom is that interac-
tive ocean circulation is important in generat-
ing decadal to multidecadal time scale climate
variability, the spectral characteristics of the slab-
ocean and fully coupled models are nearly in-

Observations: SST(K), SLP(hPa), winds(ms™)

distinguishable. Figure 2A shows that the spectra
of the multimodel mean preindustrial slab-ocean
simulations are essentially the same as those of
the fully coupled models. For periods longer than
10 years (beyond the El Nifio/Southern Oscillation
band of 2 to 7 years), both resemble a red noise
process, suggesting that there is nothing dis-
tinctive about decadal and multidecadal varia-
bility in these models. The same is true of the
later-generation CMIP5 models (Fig. 2B). It may
be objected that individual fully coupled models
have low frequency spectral peaks that are aver-
aged out in the ensemble mean. However, Fig. 3,
which shows the spectra of the North Atlantic
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SST index for individual models, makes it clear
that this is not the case (Fig. 3 includes all the
fully coupled models that have a respective slab-
ocean simulation of at least 70 years in length;
Table 1). The only fully coupled model that pro-
duces variability at decadal or longer time scales
that is significantly greater than in the slab-ocean
version is the GFDL._CM2_1 model. The enhanced
quasidecadal variability in the fully coupled ver-
sion of this model is mainly in the sub-polar gyre
(fig. S2) which suggests that it is tied to the ocean
circulation, but it is not clear whether it is en-
hanced by the AMOC or by the upper ocean sub-
polar gyre circulation. Three of the fully coupled
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Fig. 1. Observations and model simulation of the AMO. (A, B, and D) Regres-
sion of SST (shaded), SLP (contours), and surface winds (vectors) on the stan- 0
dardized AMO index (0° to 60°N, 80°W to 0°). SLP contours range from -1.8 hPa to
1.8 hPa, with intervals of 0.1 hPa. (A) Observations. (B) Multimodel mean of CMIP3
preindustrial control fully coupled models. (D) Multimodel mean of CMIP3 pre-
industrial control slab-ocean models. Values are of K, hPa, and m s™ per unit of stan-
dard deviation of the AMO index. (C) Observations. Time series of annual mean
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anomalies of the standardized AMO index (colored bars) with a 10-year running average superimposed (black line). The observed SST is from ERSSTv3b, whereas
surface winds and SLP are from the NCEP/NCAR (National Centers for Environmental Prediction/National Center for Atmospheric Research) reanalysis. All fields

are detrended.
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models produce peaks at shorter interannual
time scales that are not present in the slab-ocean
model (Fig. 3), but this is due to the tropical At-
lantic response to El Nifio/Southern Oscilla-
tion, which is known to influence the tropical
Atlantic (21).

Our interpretation of these results is that the
AMO is the response of the upper ocean mixed
layer to forcing by the atmosphere, projecting
mostly on the North Atlantic Oscillation (NAO),
with thermal coupling playing a fundamental role
in generating the tropical component of the AMO
signal. The NAO is a mode of atmospheric var-
iability, which represents a shift in the westerly
jet in the Atlantic basin, along with a change in
strength of the subtropical high. The wind and SLP
patterns associated with the AMO (Fig. 1A) clearly
show the NAO signature: Periods when the North
Atlantic is warm occur when the subtropical
high is weak and the westerly jet shifts pole-
ward, resulting in weaker westerly winds in the
mid-latitudes. The NAO itself is internal to the
atmosphere and does not require coupling with
the ocean (22, 23). This is demonstrated in Fig. 4A,
which shows the NAO in the Community At-
mosphere Model version 4 (CAM4) forced with
climatological SST (CAM4-sstClim). This pattern
has no dependence on time scale, and the power
spectra of the mid-latitude surface winds are con-
sistent with white noise (fig. S3) as in previous
studies (24).

However, observations, slab-ocean models, and
fully coupled models simulate surface wind changes
in the tropics associated with the AMO, which
can explain the tropical part of the horseshoe
warming pattern (25) (Fig. 1, A, B, and D). These
wind changes are absent in the uncoupled CAM4-
sstClim model (Fig. 4A), and only when the at-
mosphere is coupled to the slab-ocean model
do the tropical winds show a response to the
NAO (Fig. 4B). The spectra of the tropical me-
ridional winds in the slab-ocean model are slight-
ly red, with considerably enhanced variability
(fig. S3), which we interpret as arising from
thermal coupling between the atmospheric cir-
culation and the mixed-layer ocean, and adding
year-to-year persistence to otherwise uncorrelated
variability.

Coherent changes in SST and trade winds in
the northern tropical Atlantic due to thermal cou-
pling have been extensively documented and arise
from a wind-evaporation-SST feedback (26, 27).
Weaker winds in the northern tropics induce
weaker evaporation, resulting in warmer SST.
The SST change then drives a low-level wind re-
sponse, which allows the signals to expand equa-
torward. It has also been suggested that a local
positive feedback between atmospheric circula-
tion, SST, and low-level clouds can contribute to
the persistence of these climate anomalies (28).
Thus, thermal coupling between the mixed-layer
ocean and the atmosphere in the northern tropics
results in a warming of the North Atlantic Ocean
that extends into the tropics as the low-frequency
response to the NAO.

The pattern of the AMO in these unforced
simulations is not perfectly correlated with the

observed pattern (Table 2). The most likely cause
of the difference is model biases in their sim-
ulation of the mean climate. Because their res-
olution is coarse (~1° to 2°), all of these models
underestimate the strong SST fronts in the Gulf
Stream region, which leads to differences in the
patterns and magnitude of variability in that re-

gion. It is possible that high-resolution global
climate models, which are starting to become
available, may simulate more of a role for the
ocean circulation than do current-generation
models. There are also persistent biases in the
simulation of the tropical Atlantic climate in
coupled models, which can imprint on the

Table 1. Variance of the AMO index (0° to 60°N, 80°W to 0°) in observations, preindustrial slab-
ocean model simulations, and their respective fully coupled model versions. All time series are
detrended. Observational values cover the years 1920-2014.

L
ength of Length of Resolution
slab-ocean fully coupled . AMO
Data set (latitude x )
models models e ) variance
(years) (years) =
Kaplan 5.0° x 5.0° 0.046
ERSSTv3b 2.0°x 2.0° 0.056
HADISST 1.0° x 1.0° 0.052
AMO AMO
) variance
variance in fully
in slab-ocean
coupled
models
models
Multi-Model Mean 0.058 0.053
CCCMA_CGCM3_1 30 500 3.75° x 3.75° 0.052 0.068
CCCMA_CGCM3_1_T63 30 350 2.8°x 2.8° 0.069 0.054
GFDL_CM2_0 50 500 2.0°x 2.5° 0.053 0.064
GFDL_CM2_1 100 500 2.0°x25° 0.054 0.063
INMCM3 60 330 4.0° x 5.0° 0.084 0.049
MIROC3_2_HIRES 20 500 1.125° x 1.125° 0.052 0.041
MIROC3_2_MEDRES 60 100 2.8°x2.8° 0.055 0.044
MPI_ESM_LR 180 1000 3.75° x 3.75° 0.047 0.056
MRI_CGCM2_3_2A 100 350 2.8°x2.8° 0.038 0.043
NCAR_CCSM4 450 500 0.90° x 1.25° 0.049 0.042
UKMO_HADGEM1 70 240 1.25° x 1.75° 0.115 0.078
GISS_MODEL_E_R 120 500 3.9° x 5.0° 0.031 0.037

Table 2. Spatial correlations between regressions of SST on the standardized AMO index in various
observational and multimodel mean data sets. All data are detrended.

Historical
Slab- Fully
PiCntrl CMIP5
Kaplan ERSSTv3b HadISST nt:::,::\s t:::dp:: ( cIM:‘P;) :8 65 to
2005)
Kaplan 1
ERSSTv3b 0.84 1
HadISST 0.90 0.88 1
Slab-ocean 079 0.83 0.77 1
models
Fully coupled ) /. 070 068 0.87 1
models
PiCntrl
0.80 0.70 0.68 0.85 0.96 1
(CMIP5)
Historical
(CMIP5 0.76 0.62 0.60 0.74 0.90 0.97 1
1865-2005)
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Fig. 2. Power spectra of the AMO index. A 12-month & = 2 Petied (yoare) 25 10

running mean has been applied to periodogram esti-
mates, and all data are detrended. Solid colored lines
are the multimodel mean spectra. Shading is between
the minimum and maximum spectral value at each fre-
quency in the multimodel ensemble. (A) The red line
is the multimodel mean spectrum of nine slab-ocean
models with at least a 50-year length simulation (pink
shading), whereas the blue line is the multimodel mean
spectrum of their respective nine fully coupled model
simulations (blue shading). (B) The blue line and blue
shading are the same as in (A); the purple line is the
multimodel mean spectrum of 39 CMIP5 preindustrial

control simulations (purple shading). (C) The green line is the multimodel

T

o' 10

1
frequency (years")

mean of 39 CMIP5 historical simulations (green shading) for the years 1865—

2005. The orange line is the power spectrum of the observed AMO index from ERSSTv3b for the years 1920-2014.

period (years)
10 5

period (years)
10 5

pattern of variability. The fact that the slab-
ocean models have a higher correlation with the
observed pattern is likely due to the fact that
those models have a SST climatology prescribed
from observations, whereas coupled-model cli-
matologies exhibits significant SST biases, a
problem that perhaps worsens in CMIP5 as
compared to CMIP3, as evident in the correla-
tions in Table 2. The inclusion of historical cli-
mate forcings in model simulations does not
improve the pattern correlation with observa-
tions (Table 2).

It could be argued that the preindustrial sim-
ulations underestimate the magnitude of ob-
served multidecadal variability (Fig. 2C). The
inclusion of historical climate forcings does en-
hance multidecadal variability, bringing it into
better agreement with observations (Fig. 2C), al-
though it has been shown that several models
overestimate the impact of atmospheric aerosols
(18). On the other hand, a possible source of per-
sistence that is missing in climate models is cloud
feedbacks, particularly in the tropical Atlantic
(28). Climate models show a strong sensitivity
of low-level marine cloudiness to thermodynamic
variations of the mean state (29), whereas obser-
vations show that cloudiness covaries much more
strongly with low-level winds, and in ways that
would amplify the interactions discussed here
(30). Proper simulation of these feedbacks may
lead to models with enhanced low-frequency var-
iability in the Atlantic basin (31).

period (years)
0 5
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Fig. 3. Paired power spectra of the AMO index in models with at least 70 years of simulation (Table 1). Red curves are for the slab-ocean simulations; blue
curves are for their respective coupled simulations. A 12-month smoothing has been applied to the periodogram estimates, and all data are detrended. Black markings
indicate where the variance of the blue curve is significantly different than the variance of the red curve at the 95% confidence level according to Fisher's F test.
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A cAM4-sstClim: SST(K), SLP(hPa), winds (ms™) B

60N

30N

60W

Fig. 4. The NAO in an uncoupled and a slab-ocean model. Regression of SST
(shaded), SLP (contours), and surface winds (vectors) on the standardized Subtropical
High (SH) index (the SLP averaged over 25° to 40°N to 45°W to 20°W) for (A) the CAM4-
sstClim simulation, in which the SSTs are fixed and set to climatology and (B) the CAM4- -1

I 0

0 60W

CAM4-slab (low-pass 5yr): SST(K), SLP(hPa), winds (ms?)

-0.8 -06 -04 -02 0

02 04 06 08 1

slab simulation that includes thermal coupling. In (B), the SH index is filtered using a low-pass Lanczos filter to remove variability in the sub-5- year time scale.
Units are of °C, hPa, and m s per standard deviation of the SH index. SLP contours range from —4 hPa to 4 hPa, with intervals of 0.25 hPa.

‘We have shown that simulations of the AMO
using fully coupled atmosphere-ocean models,
which produce spatial and temporal characteris-
tics consistent with observations, are essentially
indistinguishable from those produced by the
equivalent slab-ocean model versions, which lack
interactive ocean dynamics. Instead, the sim-
plest explanation for the AMO is that it is the
low-frequency response to the high-frequency
atmospheric “noise” embodied, for example, in
the NAO, with thermal coupling extending the
signal into the tropics to produce the character-
istic horseshoe pattern of warming. The ocean
circulation, including surface layer Ekman cur-
rents and possibly the AMOC (32, 33), would re-
spond to these changes in atmospheric circulation
as demonstrated by McCarthy et al. (34), but a
feedback from the ocean circulation on the AMO
is not supported by our analysis. Our analysis does
not rule out that the ocean circulation may con-
tribute to low-frequency variability in parts of
the ocean, such as the subpolar gyre, as suggested
in (34). Nor does it rule out the possibility that
massive changes in the AMOC suggested in the
paleoclimate record had profound consequences
for global climate (13). However, the current-
generation models analyzed here do not support
the idea that ocean circulation drives the AMO.
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